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Discussion-based lecture 
Today: 

Natural Language Processing 
Computer Vision 
Machine Learning 
Cross-polination between NLP/CV 
LLMs 
(Y)our Individual responsibility 
Discussing case studies
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Outline



At the end of this lecture you should have  
An idea of how to think about ethical issues 
An understanding of your role in research and 
development of AI tools 
A way to question what you think is acceptable work 
An understanding of how (AI) technologies influence 
the world around us 

Crucially: How your perspective can change AI to make 
it less harmful.
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Take-Aways
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Why should you care?

Created a dataset for hate 
speech detection and got 
this table of features. 

Q: What problem arises 
when you look at these 
features?



Content moderation is the process of determining what 
is acceptable and what is not. 

Models reproduce what is available to them in their 
datasets.
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NLP: Content Moderation

 Q: What issues arise with this approach? 
 Q: How can we address such issues, without 
changing data or model? 
 Q: What are the limits of those approaches?
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ML & Statistics

A Galtonoian Composite as shown by Alan Sekula: The Body 
and the Archive (1986).  October. MIT Press

A little history: Francis Galton 
and Eugenics 

Goal: Classify good/bad human 
traits 
Method 

Average intra-group diffs 
Highly inter-group diffs 
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The Distributional Hypothesis

The Distributional Hypothesis describes a frequentist 
approach to salience: What frequently co-occurs 
should be treated related 

For NLP Tokens frequently co-occurring with the 
same tokens ➡ Similar semantically 
For ML Frequently co-occurring patterns ➡ Highly 
salient patterns 

Used to draw decision boundaries between classes & 
cluster information within classes.



Full breadth of data 
impossible to collect 
Q: Would this change with a 
full sample? 
Q: When does it matter that 
we have a narrow sample?
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The Distributional Hypothesis

16/10/2023, 4:52 PMA Neural Network Playground

Page 1 of 2https://playground.tensorflow.org/#activation=tanh&batchSize=10&dataset=circle&regDataset=reg-plane&…false&cosY=false&sinY=false&collectStats=false&problem=classification&initZero=false&hideText=false

Epoch

000,037
Learning rate Activation Regularization Regularization rate Problem type

Um, What Is a Neural Network?

It’s a technique for building a computer program that learns from data. It
is based very loosely on how we think the human brain works. First, a
collection of software “neurons” are created and connected together,
allowing them to send messages to each other. Next, the network is
asked to solve a problem, which it attempts to do over and over, each
time strengthening the connections that lead to success and diminishing
those that lead to failure. For a more detailed introduction to neural
networks, Michael Nielsen’s Neural Networks and Deep Learning
(http://neuralnetworksanddeeplearning.com/index.html) is a good place
to start. For a more technical overview, try Deep Learning
(http://www.deeplearningbook.org/) by Ian Goodfellow, Yoshua Bengio,
and Aaron Courville.

This Is Cool, Can I Repurpose It?

Please do! We’ve open sourced it on GitHub
(https://github.com/tensorflow/playground) with the hope that it can make
neural networks a little more accessible and easier to learn. You’re free
to use it in any way that follows our Apache License
(https://github.com/tensorflow/playground/blob/master/LICENSE). And if
you have any suggestions for additions or changes, please let us know
(https://github.com/tensorflow/playground/issues).

We’ve also provided some controls below to enable you tailor the
playground to a specific topic or lesson. Just choose which features
you’d like to be visible below then save this link
(https://playground.tensorflow.org/#activation=tanh&batchSize=10&dataset=circle&regDataset=reg-
plane&learningRate=0.03&regularizationRate=0&noise=0&networkShape=4,2&seed=0.83239&showTestData=false&discretize=false&percTrainData=50&x=true&y=true&xTimesY=false&xSquared=false&ySquared=false&cosX=false&sinX=false&cosY=false&sinY=false&collectStats=false&problem=classification&initZero=false&hideText=false)
or refresh the page.

What Do All the Colors Mean?

Tinker With a Neural Network Right Here in Your Browser.
Don’t Worry, You Can’t Break It. We Promise.

replayplay_arrowskip_next
0.03  Tanh  None  0  Classification 

Which dataset do
you want to use?

Ratio of training to
test data:  50%

Noise:  0

Batch size:  10

REGENERATE

Colors shows
data, neuron and
weight values. -1 0 1

DATA

Which properties do
you want to feed in?

FEATURES  2 HIDDEN LAYERSaddremove OUTPUT

Test loss 0.260
Training loss 0.237

-6 -5 -4 -3 -2 -1 0 1 2 3 4 5 6
-6

-5

-4

-3

-2

-1

0

1

2

3

4

5

6

keyboard_arrow_down

Show test data Discretize output

Show test data Discretize output Play button

Step button Reset button Learning rate

Activation Regularization Regularization rate

Problem type Which dataset Ratio train data

Noise level Batch size # of hidden layers

X1

X2

This is the output
from one neuron.
Hover to see it
larger.

The outputs are
mixed with varying
weights, shown
by the thickness
of the lines.

4 neurons

addremove
2 neurons

addremove

(https://github.com/tensorflow/playground)

Classification boundary for trained on toy dataset from TensorFlow 
Playground.

Infrequent information at the 
edge of the vector space ➡ 

incorrect classification / 
Infrequent generation
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Computer Vision: Face Recognition
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Computer Vision & NLP: ImageNet

Prahbu and Birhane



Protected Attribute:  (e.g., Male/Female person) 

Predicted Class:  (An outcome e.g., gets admitted to MBZ) 

Predictive attribute:  (e.g., Variable that indicates degree 
attainment) 
Demographic Parity:  

 
Equalized Odds:  

A
O

Y

ℙ(O = 1 |A = 0) = ℙ(O = 1 |A = 1)

FNR = ℙ(O = 0,A = 1,Y = 1) = ℙ(O = 0 |A = 1,Y = 0)
FPR = ℙ(O = 1,A = 1,Y = 1) = ℙ(O = 1 |A = 1,Y = 0)
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Attempted (technical) Solutions: ML



…

12
Et

h
ic

s,
 F

ai
rn

es
s,

 a
n

d
 B

ia
s 

in
 M

L

Attempted (technical) Solutions: CV



Measurement (e.g., Bolukbasi et al., 2016; Nangia et al., 
2020) 
Debiasing vector representations (e.g., Bolukbasi et al., 
2016;   Kaneko and Bollegala, 2019) 
Counter-factuals / Invariance (e.g., Liu and Avci, 2019) 
Value alignment (e.g., Solaiman and Dennison, 2021)
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Attempted (technical) Solutions: NLP
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Attempted (technical) Solutions: NLP

Bolukbasi et al. 2016
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Attempted (technical) Solutions: NLP

Liu and Avci, 2019.
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Attempted (technical) Solutions: NLP

Value Alignment 
- Just prompt engineering and penalizing models for 

bad completions 
- Also what is done using RLHF



Intrinsic - Fixing model representations (i.e., gender bias 
in model representations) 
Extrinsic - Evaluating on a downstream task (i.e., 
discriminatory classifications)
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Evaluation Paradigms

Q: Which evaluation paradigm would you prefer? Why?



Alignment with human values 
Done through fine-tuning on datasets 
Through RLHF 

Blocklists
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Generative AI
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Partial Views and Subjective Knowledge

A particularly starry night in August
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Partial Views and Subjective Knowledge

A particularly starry night in August



Our knowledges and experiences provide the 
background for how we view the world 

E.g., Face Recognition example 
Partial views are okay — important thing is to critically 
examine what we might be missing 
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Partial Views and Subjective Knowledge



Discussed different ethical issues 
Content moderation 
Face Detection 
The distributional hypothesis / Frequency 

Generative AI and its issues 
Different approaches to addressing harms 
How we as researchers impact technology
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Summary
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Case I: Autonomous Weaponry

NATO Foundation Dossier on Autonomous Weaponry. 2020.

https://www.natofoundation.org/game-changers-2020-dossier-autonomous-weapon-systems/
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Case II: Advertisement

Algorithmic Global. Understanding Location Targeting in Google Ads. 2020.

https://algorithmicglobal.com/digital-marketing/understanding-location-targeting-in-google-ads/
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Case III: Combining Disparate Sources

Ragha Vasudevan. Combining Data Sources: Approaches & 
Considerations. 2017.

https://www.holistics.io/blog/combining-data-sources-approaches-considerations/
https://www.holistics.io/blog/combining-data-sources-approaches-considerations/
https://www.holistics.io/blog/combining-data-sources-approaches-considerations/


27
Et

h
ic

s,
 F

ai
rn

es
s,

 a
n

d
 B

ia
s 

in
 M

L

Case IV: Automatic Speech Recognition

Andrew Paul. Prisons are using Amazon Transcribe and AI to monitor inmates’ phone calls. 2021

https://www.inverse.com/input/tech/prisons-are-using-amazon-transcribe-ai-to-monitor-inmate-phone-calls

